On the Consistency of Kernel Classification Rule for Functional Random Field
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1. Introduction

In many studies, the observations can be collected as spatially dependent curves. This type of data arises in a variety of fields including econometrics, epidemiology, environmental sciences, image analysis, oceanography and many others. Many spatially dependent data can be represented by finite dimensional vectors and others may be represented by curves. For general applications, we refer the reader to Ramsay and Silverman (2002, 2005). The statistical treatment for spatially dependent data has received a lot of attention in recent years in finite or infinite dimensional space. Nonparametric approaches, including classification and estimation, have recently emerged as a flexible way to model spatial data. In some studies, it can be interesting to see spatio-temporal data as spatially dependent data. The need to classify observed functional data occurs in many scientific problems. For example, in medical imaging modalities, an important problem is how to classify image pixels into spatial regions in which the pixels exhibit similar temporal behavior. In this paper, we propose a nonparametric classification rule based on kernel method for classifying spatially dependent variables taking values in infinite dimensional space. For the spatially dependent case, most of existing theoretical nonparametric results concern the density and regression estimation in
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finite dimensional space. For background material, the reader is referred to Tran (1990), Carbon et al. (1997), Biau and Cadre (2004) and Hallin et al. (2004, 2009). Despite the wide area of application, there is only a very few literature dedicated to models that take into account both the functional and spatial dependence features, see for example Ternynck (2014) and Dabo-Niang and Yao (2007, 2013). The literature dealing with nonparametric classification (kernel rule or nearest neighbor rule) when data are independent is extensive in finite or infinite dimensional spaces, see for example Devroye and Krzyżak (1989) and Devroye et al. (1996) for the finite dimensional case and Abraham et al. (2006), Ferraty et al. (2002, 2012) and Ferraty and Vieu (2006) for the infinite dimensional case. Younso (2017a) extends the results of Abraham et al. (2006) to the temporally dependent case. In the spatially dependent case, Younso (2017b) proposes a new kernel rule allowing for the classification of missing data in a finite-dimensional space and establishes the consistency of this new rule. In the functional case, the asymptotic properties of the kernel classification rule remains unexplored. In this paper, we investigate whether the moving window rule can be generalized to classify spatial functional data showing spatial dependence.

2. Moving window rule for functional random field

Let \((E, d)\) be a metric space where \(E\) is a function space and \(d\) is the metric on \(E\). Denote the integer lattice points in the \(N\)-dimensional Euclidean space by \(\mathbb{Z}^N, N \geq 1\). Consider a strictly stationary random field \(\{(X_i, Y_i)\}_{i \in \mathbb{Z}^N}\) defined on some probability space \(\Omega, \mathcal{F}, \mathbb{P}\) and taking values in \(E \times \{0, 1\}\). A point \(i = (i_1, \ldots, i_N) \in \mathbb{Z}^N\) will be referred to as a site. For \(n = (n_1, \ldots, n_N) \in (\mathbb{N}^*)^N\), we define the rectangular region \(I_n\) by

\[
I_n = \{i \in \mathbb{Z}^N : 1 \leq i_k \leq n_k, \forall k = 1, \ldots, N\}.
\]

We will write \(n \to \infty\) if

\[
\min_{k=1,\ldots,N} n_k \to \infty.
\]

Define \(\hat{n} = n_1 \times \ldots \times n_N = \text{Card}(I_n)\). For the sake of simplicity, we suppose that \((X_i, Y_i)\) has the same distribution as the pair \((X, Y)\) for all \(i \in \mathbb{Z}^N\). Observe that the distribution of \((X, Y)\) may be well defined by \((\mu, \eta)\) where \(\mu(B) = \mathbb{P}(X \in B)\), for all Borel sets \(B\) on \(\mathcal{F}\), and \(\eta(x) = \mathbb{P}(Y = 1 | X = x), \forall x \in E\). Classical procedure of classification deals with predicting the unknown nature \(Y\) called a class (0 or 1) of an observation \(X\) with values in \(E\). The statistician creates a classifier \(g : E \to \{0, 1\}\) which maps a new observation \(x \in E\) into its predicted label \(g(x)\). It is certainly possible to wrongly specify the label \(y\) of a new observation \(x\) and an error occurs if \(g(x) \neq y\). Let \(L = L(g) = \mathbb{P}\{g(X) \neq Y\}\) denote the probability of error for the classifier \(g\). There exists an optimal classifier, called Bayes rule, given by

\[
g^*(x) = \begin{cases} 0 & \text{if } \mathbb{P}\{Y = 0 | X = x\} \geq \mathbb{P}\{Y = 1 | X = x\} \\ 1 & \text{otherwise.} \end{cases}
\]

It is easy to see that the Bayes rule has the smallest probability of error, that is

\[
L^* = L(g^*) = \inf_{g \in \{0, 1\}} \mathbb{P}\{g(X) \neq Y\},
\]
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(see Theorem 2.1 in Devroye et al., 1996 for the finite dimensional case). Unfortunately, the Bayes rule depends on the distribution of \((X, Y)\) which is generally unknown to the statistician. But it is often possible to construct a classifier from a set of observations \(D_n = \{(X_i, Y_i), i \in I_n\}\). The set \(D_n\) is called the training data. Among the various ways to define a classifier from a training data, one of the most simple and popular is the moving window rule defined by

\[
g_n(x) = \begin{cases} 
0 & \text{if } \sum_{i \in I_n} \mathbb{1}_{\{Y_i = 0, X_i \in B_{x,b}\}} \geq \sum_{i \in I_n} \mathbb{1}_{\{Y_i = 1, X_i \in B_{x,b}\}} \\
1 & \text{otherwise},
\end{cases}
\]

where \(\mathbb{1}_A\) denotes the indicator function of the set \(A\), \(b = b(n)\) the bandwidth, is a strictly positive number tending to 0 when \(n \to \infty\) and \(B_{x,b}\) denotes the closed ball centered at \(x\) with radius \(b\). In order to establish the theoretical results, we write the moving window rule as follows

\[
g_n(x) = \begin{cases} 
0 & \text{if } \eta_n(x) \leq \frac{\sum_{i \in I_n} (1-Y_i) \mathbb{1}_{\{X_i \in B_{x,b}\}}}{\tilde{n}\mu(B_{x,b})} \\
1 & \text{otherwise},
\end{cases}
\]

(1)

where

\[
\eta_n(x) = \frac{\sum_{i \in I_n} Y_i \mathbb{1}_{\{X_i \in B_{x,b}\}}}{\tilde{n}\mu(B_{x,b})}.
\]

Clearly, the moving window rule is one of the kernel-based rules being derived from the kernel estimate in density and regression estimation (see for example Parzen, 1962, Nadaraya, 1989 and Watson, 1964). Let \(L_n = L(g_n) = \mathbb{P}\{g_n(X) \neq Y|D_n\}\) be the error probability of \(g_n\). The classifier \(g_n\) is called consistent if

\[
\mathbb{E}L_n \to L^* \text{ as } n \to \infty
\]

and called strongly consistent if

\[
L_n \to L^* \text{ with probability one as } n \to \infty.
\]

A classifier can be consistent for certain class of distribution of \((X, Y)\), but not be consistent for others. The classifier \(g_n\) is called universally (strongly) consistent, if it is (strongly) consistent for all distribution of \((X, Y)\). Much of the existing theory on the consistency problems is based on the assumption that the available functional data are independent and identically distributed. In finite dimensional spaces, the moving window rule and the \(k\)-nearest neighbor rule are universally strongly consistent under classical conditions (see Devroye and Krzyżak, 1989 and Stone, 1977). Abraham et al. (2006) give some examples showing that the results of Devroye and Krzyżak (1989) on the consistency are no more valid in a general functional metric space and they establish the consistency and the strong consistency under mild conditions on the distribution of \((X, Y)\) and the metric space. Younso (2017a) extends the results of Abraham et al. (2006) to the temporally dependent case. Our aim in this paper is to establish the consistency and the strong consistency of the moving window rule based on spatially dependent functional training data under some \(\alpha\)- and \(\beta\)-mixing conditions.
3. Mixing conditions

Let us first recall the definitions of $\alpha$-mixing coefficients introduced by Rosenblatt (1956) and $\beta$-mixing coefficient introduced by Rozanov and Volkonskiıı (1959). Let $\mathcal{A}$ and $\mathcal{C}$ be two sub $\sigma$-algebras of $\mathcal{F}$. The $\alpha$-mixing coefficient between $\mathcal{A}$ and $\mathcal{C}$ is defined by

$$
\alpha = \alpha(\mathcal{A}, \mathcal{C}) = \sup_{A \in \mathcal{A}, C \in \mathcal{C}} |P(A \cap C) - P(A)P(C)|
$$

and the $\beta$-mixing coefficient is defined by

$$
\beta = \beta(\mathcal{A}, \mathcal{C}) = \mathbb{E} \sup_{A \in \mathcal{A}} |P(A|\mathcal{C}) - P(A)|.
$$

Let $\{Z_i\}_{i \in \mathbb{Z}^N}$ be a random field on $(\Omega, \mathcal{F}, \mathbb{P})$ and taking values in some space $(\Omega', \mathcal{F}')$. For any $S, S' \subset \mathbb{Z}^N$ with finite cardinals, we denote by $\mathcal{B}(S)$ and $\mathcal{B}(S')$ the Borel $\sigma$-algebras generated by $\{Z_i\}_{i \in S}$ and $\{Z_i\}_{i \in S'}$ respectively.

**Definition 3.1** The random field $\{Z_i\}_{i \in \mathbb{Z}^N}$ is said to be $\alpha$-mixing or strongly mixing if

$$
\alpha(t) = \sup_{\text{dist}(S,S') \geq t} |\alpha(\mathcal{B}(S), \mathcal{B}(S'))| \downarrow 0 \text{ as } t \to \infty,
$$

(2)

where

$$
\text{dist}(S,S') = \inf_{i \in S, j \in S'} ||i - j||
$$

and $||.||$ denotes the Euclidean norm.

Observe that $\alpha$-mixing condition (2) is satisfied by many spatial models. Examples can be found in Neaderhouser (1980) and Rosenblatt (1985).

**Definition 3.2** The random field $\{Z_i\}_{i \in \mathbb{Z}^N}$ is said to be $\beta$-mixing or absolutely regular if

$$
\beta(t) = \sup_{\text{dist}(S,S') \geq t} |\beta(\mathcal{B}(S), \mathcal{B}(S'))| \downarrow 0 \text{ as } t \to \infty.
$$

The two mixing coefficients $\alpha$ and $\beta$ are related by the inequality $2\alpha \leq \beta$ (see Rio, 2000). Consequently, any $\beta$-mixing random field is an $\alpha$-mixing one. The following lemma, given in Rio (2000), is crucial in order to derive the consistency of the moving window rule.

**Lemma 3.1.** Let $Z_1$ and $Z_2$ be two $\mathbb{R}$-valued bounded random variables. Then, we have

$$
|\text{cov}(Z_1, Z_2)| \leq 4||Z_1||_\infty ||Z_2||_\infty \alpha(\sigma(Z_1), \sigma(Z_2)),
$$

where $||.||_\infty$ is the supremum norm and $\sigma(Z_i)$ is the $\sigma$-algebra generated by $Z_i$ for $i = 1, 2$.

Now, let $\mathcal{A}$ and $\mathcal{C}$ be two sub $\sigma$-algebras of $\mathcal{F}$, we denote by $\mathcal{A} \vee \mathcal{C}$ the $\sigma$-algebra generated by $\mathcal{A} \cup \mathcal{C}$. The following coupling lemma (see Berbee, 1979) will be needed to establish the strong consistency.

**Lemma 3.2.** Let $Z$ be a random variable defined on $(\Omega, \mathcal{F}, \mathbb{P})$ and taking values in some Polish space $\Omega'$ and $\mathcal{M}$ be a sub $\sigma$-algebra of $\mathcal{F}$. Assume that there exists a random variable $U$ uniformly distributed over $[0, 1]$, independent of $\sigma(Z) \vee \mathcal{M}$. Then, there exists a random variable $Z^*$ measurable with respect to $\sigma(U) \vee \sigma(Z) \vee \mathcal{M}$, distributed as $Z$ and independent of $\mathcal{M}$, such that

$$
\mathbb{P}(Z \neq Z^*) = \beta(\mathcal{M}, \sigma(Z)).
$$
Remark 3.1 A Polish space $\Omega$ is a topological space which is separable and completely metrizable (see Kechris, 1995). Most of the familiar objects of study in analysis involve Polish spaces. For example, $\mathbb{R}$ and $\mathbb{R}^p$ with the usual topology are Polish. For all $m \in \mathbb{N}^*$, $\{0, 1, \ldots, m-1\}$ is Polish with discrete topology. A countable product of Polish spaces is Polish, too.

4. Assumptions and preliminaries

For convenience, we firstly introduce the notion of covering numbers (see Kolmogorov and Tihomirov, 1961). For a given subset $G$ of the metric space $(E,d)$, the covering number is defined by

$$\mathcal{N}(\varepsilon, G, d) = \inf \left\{ k \geq 1 : \exists x_1, \ldots, x_k \in E \text{ with } G \subset \bigcup_{i=1}^{k} B_{x_i, \varepsilon} \right\},$$

where $B_{x, \varepsilon}$ denotes the open ball centered at $x$ with radius $\varepsilon > 0$. The set $G$ is said to be totally bounded if $\mathcal{N}(\varepsilon, G, d) < \infty$ for all $\varepsilon > 0$. In particular, every relatively compact set is totally bounded and all totally bounded sets are bounded. Now, we introduced some assumptions.

Assumption 1 There exists a sequence $(E_k)_{k \geq 1}$ of totally bounded subsets of $E$ such that $E_k \subset E_{k+1}$ for all $k \geq 1$ and $\mu(\bigcup_{k \geq 1} E_k) = 1$.

Assumption 2 For each integer $k \geq 1$, any $i \neq j$ and $\varepsilon_i \in ]0,1]$, there exists $C > 0$ such that

$$\mathbb{P}((X_i, X_j) \in B_{X_i,b} \times B_{X_j,b}) \leq C[\mu(B_{X_i,b})]^{1+\varepsilon_i},$$

for all $x \in E_k$.

Assumption 3 The following Besicovich condition holds, for every $\varepsilon > 0$,

$$\lim_{b \to 0^+} \mu \left\{ x \in E : \left| \frac{1}{\mu(B_{X,b})} \int_{B_{X,b}} \eta d\mu - \eta(x) \right| > \varepsilon \right\} = 0.$$

Remark 4.1 Note that Assumption 1 is always true whenever the space $(E,d)$ is separable, see for example Abraham et al. (2006) and Kulkarni and Posner (1995). Assumption 2, used by Ternynck (2014), concerns the local dependency and a consequence is

$$|\mathbb{P}((X_i, X_j) \in B_{X_i,b} \times B_{X_j,b}) - \mathbb{P}(X_i \in B_{X_i,b})\mathbb{P}(X_j \in B_{X_j,b})| \leq C',$$

for $C' = C + 1$. As noticed in Dabo-Niang et al. (2011), Assumption 2 can be linked with the classical local dependence condition met in the literature of the finite-dimensional case when $X$ and $(X_i, X_j)$ admit, respectively, the densities $f$ and $f_{ij}$ (see Tran, 1990). In the case $N = 1$, Assumption 2 has been used by (Bosq, 1998, page 54). Assumption 3 holds for example if $\eta(x)$ is $\mu$-continuous (see Cérou and Guyader, 2006).

Now, we suppose that the random field $\{(X_i, Y_i)\}_{i \in \mathbb{Z}^N}$ is arithmetically $\alpha$-mixing in the sense that there exist $C > 0$ and $\theta > 0$ such that

$$\alpha(t) \leq Ct^{-\theta} \text{ for all } t \in \mathbb{R}^*_+.$$  \hspace{1cm} (3)

From now on, $G^c$ stands for the complement of any subset $G$ of $E$ and for simplicity of notation, we write $\mathcal{N}(\varepsilon, G_k)$ instead of $\mathcal{N}(\varepsilon, E_k, d)$. Before we state the main results, we introduce some lemmas that will be needed in the sequel. The following lemma is a direct consequence of Assumption 3.
Lemma 4.1. Assume that Assumption 3 holds. If \( b \to 0 \) as \( n \to \infty \), then,
\[
\int_E |\eta(x) - \mathbb{E}\eta_n(x)| \mu(dx) = \int_E \left| \eta(x) - \frac{\int_{B_{x,b}} \eta(t) \mu(dt)}{\mu(B_{x,b})} \right| \mu(dx) \to 0
\]
as \( n \to \infty \).

For the proof of the following lemma, we refer to Abraham et al. (2006).

Lemma 4.2. Assume that \((E_k)_{k \geq 1}\) is a sequence of totally bounded subsets of \( E \). Let \( k \) be a fixed positive integer. Then, for every \( b > 0 \),
\[
\int_{E_k} \frac{1}{\mu(B_{x,b})} \mu(dx) \leq M_k(b/2).
\]

Lemma 4.3. Let \((E_k)_{k \geq 1}\) be a sequence of totally bounded subsets of \( E \). Assume that the training data \( D_n \) are observations of \( \alpha \)-mixing functional random field such that (3) and that Assumption 2 is satisfied. Let \( k \) be a fixed positive integer. Then, for all \( n \in (\mathbb{N}^*)^N \),
\[
\mathbb{E} \int_{E_k} |\eta_n(x) - \mathbb{E}\eta_n(x)| \mu(dx) \leq C \left( \frac{1}{\hat{n}} M_k \left( \frac{b}{2} \right) \right)^{1/2}, \text{ for some } C > 0.
\]

5. Main results

In this section, we establish the consistency and the strong consistency of the moving window rule.

Theorem 5.1 (Consistency). Let \((E_k)_{k \geq 1}\) be a sequence of totally bounded subsets of \( E \). Assume that the training data \( D_n \) are observations of \( \alpha \)-mixing functional random field such that (3) and that Assumption 1-3 hold. If \( b \to 0 \) and for every \( k \geq 1 \), \( M_k(b/2) \hat{n} \to 0 \) as \( n \to \infty \), then, for \( \theta > 2N \),
\[
\mathbb{E}L_n \to L^* \text{ as } n \to \infty.
\]

where \( \theta \) is the constant defined in (3).

Observe that, for \( N = 1 \), the same assumptions on the smoothing factor \( b \) are used by Abraham et al. (2006) and Younso (2017a) for the independent and the dependent case respectively.

Now, we investigate the strong consistency of the moving window classifier under \( \beta \)-mixing condition. This mixing condition together with the coupling Lemma 3.2 allow to generate independent and identically distributed random functional variables that we need to prove the strong consistency, while the more general mixing condition, the \( \alpha \)-mixing condition, allows only to generate independent and identically distributed real-valued random variables (see Bradley, 1983).

In order to establish the strong consistency, we suppose that \( n_1 = n_2 = \ldots = n_N = n \). It means that if \( n \to \infty \), the rectangular region \( I_n \) expands to infinity at the same rate along all directions. This isotropic assumption is used by El-Machkouri (2007). For the sake of simplicity, we will write
\[
I_n = \{i \in \mathbb{Z}^N : 1 \leq i_k \leq n, \forall k = 1, \ldots, N\}, \hat{n} = \text{Card}(I_n) = n^N
\]
and
\[ g_n(x) = \begin{cases} 
0 & \text{if } \eta_n(x) \leq \frac{\sum_{i \in I_n} (1 - Y_i) \mathbf{1}_{(x_i \in B,b)}}{n^2 \mu(B,x)} \\
1 & \text{otherwise,}
\end{cases} \]

where
\[ \eta_n(x) = \sum_{i \in I_n} Y_i \mathbf{1}_{(x_i \in B,b)}^n \mu(B,x), \]

\[ L_n = P(g_n(X) \neq Y | D_n) \text{ and } b = b(n). \]

Furthermore, the limit \( n \to \infty \) will be replaced by the limit \( n \to \infty \).

Before we formulate the result on the strong consistency, we suppose that the random field \( \{(X_i,Y_i)\}_{i \in \mathbb{Z}^N} \) is arithmetically \( \beta \)-mixing in the sense that there exist \( C_1 > 0 \) and \( \theta_1 > 0 \) such that
\[ \beta(t) \leq C_1 t^{-\theta_1} \text{ for all } t \in \mathbb{N}^*. \] (4)

The following theorem generalizes the strong consistency result of Younso (2017a) to the spatial case.

**Theorem 5.2 (Strong consistency).** Let \( (E_k)_{k \geq 1} \) be a sequence of totally bounded subsets of \( E \). Assume that the training data \( D_n \) are observations of \( \beta \)-mixing functional random field such that (4) with \( \theta_1 > 2N \) and that the metric space \( (E,d) \) is Polish. Assume also that Assumption 1-3 hold.

Let \( (k_n)_{n \geq 1} \) be an increasing sequence of positive integers such that
\[ \sum_{n \geq 1} \mu(E^c_{k_n}) < \infty \text{ and } \sum_{n \geq 1} \frac{N_k}{n} b^{-\theta_1} < \infty, \]
for some integer \( p = p_n \in [1, n/2] \) with \( p_n \to \infty \) as \( n \to \infty \). If \( b \to 0 \) and
\[ \frac{n^N}{p^N \log(n) \mathcal{N}^2_{k_n}(b/2)} \to \infty \text{ as } n \to \infty, \]
then,
\[ L_n \to L^* \text{ as } n \to \infty \text{ with probability one.} \]

**Remark 5.1** Observe that for \( N = 1 \), the assumptions on \( b \) are used by Younso (2017a) to obtain the strong consistency in the temporal case (see also Abraham et al. (2006) for similar assumptions in the independent case). Furthermore, consider \( \mathcal{N}_k(b/2) \simeq n^{\gamma_1} N \) with \( 0 < \gamma_1 < 1 \), and choose \( p_n \simeq n^{\gamma_2} \) with \( (1 + \gamma_1)N/\theta_1 < \gamma_2 < 1 \) and \( \theta_1 > 2N \). Clearly, we have
\[ \sum_{n \geq 1} \mathcal{N}_k \left( \frac{b}{2} \right) p_n^{-\theta_1} < \infty. \]

The condition
\[ \frac{n^N}{p^N \log(n) \mathcal{N}^2_{k_n}(b/2)} \to \infty \]
may be satisfied if \( \gamma_2 + 2\gamma_1 < 1 \). The condition \( \sum_{n \geq 1} \mu(E^c_{k_n}) < \infty \), used by Abraham et al. (2006) and Younso (2017a), is classical for this type of results.
6. Smoothing factor selection and simulation study

In practice, the choice of a smoothing parameter \( b \) is a crucial problem to the kernel classifier. A wrong value of \( b \) may lead to catastrophic error rates. In principle, there is no universal criterion that would enable an optimal choice. Various techniques for the smoothing factor selection have been developed in the nonparametric kernel smoothing method. Among the different selection techniques to select the parameter \( b \), one can propose the cross-validation criterion (CV). This technique, being widely used in statistics, is primarily a way of measuring the predictive performance of a statistical model. In the nonparametric functional regression, the (CV) criterion is implemented in R programming environment (see Febrero-Bande and de la Fuente, 2012), but the situation is slightly different for the nonparametric classification problem. However, taking

\[
g_n(x) = \begin{cases} 
0 & \text{if } \sum_{i \in I_n} Y_i \mathbb{1}_{(d(X_i,x) \leq b)} \leq \sum_{i \in I_n} (1 - Y_i) \mathbb{1}_{(d(X_i,x) \leq b)} \\
1 & \text{otherwise},
\end{cases}
\]

the (CV) criterion is based on minimizing, with respect to \( b = b(n) \in \mathbb{R}_+ \), the CV \( (b) \) given by

\[
CV(b) = \frac{1}{n} \sum_{i \in I_n} (Y_i - g_n^{-1}(X_i))^2 \omega(X_i),
\]

where \( g_n^{-1}(X_i) \) indicates the moving window rule based on leaving out the pair \( (X_i,Y_i) \) and \( \omega(X_i) \) is the weight of the element \( X_i \). We assume that \( b \) belongs to some set \( H_n \subset \mathbb{R}_+ \) including \( b_1^i, \ldots, b_k^i \) for all \( i \in I_n \), where \( b_j^i \) is the distance to the \( j^{th} \) neighbor of \( X_i \) with respect to the metric \( d \) and \( k \) is chosen depending on the size of training data set. The weight function \( \omega(x) \) may be chosen as a bounded function with support on a bounded compact set having non-empty interior (see Rachdi and Vieu, 2007). For the sake of simplicity, we will take \( \omega(x) \) as a constant. Therefore, the cross-validated smoothing factor is given by

\[
b_{opt} = \arg \min_{b \in H_n} CV(b).
\]

Now, we use the R statistical programming environment to run a simulation study for \( N = 2 \). We propose to investigate the performance of our method in the following simulated scenario. For each \( i \in I_n \) and \( t \in [1,21] \), we generate pairs \( (X_i(t),Y_i) \) via the following model inspired by Ferraty and Vieu (2003) and Preda (2007) (see also Jacques and Preda, 2014):

\[
\begin{align*}
\text{Class}(Y_i = 0) : X_i(t) &= U_i h_1(t) + \epsilon_i(t) \\
\text{Class}(Y_i = 1) : X_i(t) &= U_i h_1(t) + V_i h_2(t) + \epsilon_i(t)
\end{align*}
\]

where \( U_i \) and \( V_i \) are independent Gaussian variables such that \( \mathbb{E}(U_i) = \mathbb{E}(V_i) = 0 \), \( \text{Var}(U_i) = 1/2 \), \( \text{Var}(V_i) = 1/12 \) and \( \epsilon_i(t) \) are dependent normal random variables with mean 0, variance 2 and covariance function \( c(||u||) = 2||u||^{-5} \) for all \( u \in \mathbb{R}^2 \) with \( u \neq 0 \). It is also supposed that \( \epsilon_i(t) \) are independent of both \( U_i \) and \( V_i \). The functions \( h_1 \) and \( h_2 \) (plotted on Figure 1) are defined for \( t \in [1,21] \), by \( h_1(t) = \max(6 - |t - 7|, 0) \) and \( h_2(t) = \max(6 - |t - 7|, 0) \).
It is important to mention that \( \{ \varepsilon_i(t) \}_{i \in I} \) are observations of an \( \alpha \)-mixing random field since any Gaussian random field with covariance function \( c(\|u\|) \) converges to zero as \( \| u \| \to \infty \) is \( \alpha \)-mixing. We suppose that the function space on the interval \([1, 21]\) is endowed with the metric \( d \) (between \( x_1 \) and \( x_2 \)) defined by \( d(x_1, x_2) = \int_1^{21} |x_1(t) - x_2(t)| dt \). This metric is used without discretizing the data. The curve \( X_i(t) \) will be colored by \textit{black} if \( Y_i = 1 \) and by \textit{red} if \( Y_i = 0 \). Figure 2 displays two realizations of the \( X_i \)'s and Figure 3 displays a sample of size \( n^2 = 625 \) observed on the two-dimensional grid \( I_{25} = \{(i, j), 1 \leq i, j \leq 25\} \) (plotted on Figure 4).
Figure 3. Sample of 625 observed curves on the region $I_{25}$.

Figure 4. The region $I_{25}$ where the red sites are associated with curves from class 0 and the black sites are associated with curves from class 1.
Since the theoretical results of this paper are related to the consistency, it is natural to consider training samples with increasing sizes and to estimate the corresponding misclassification error rates. For this aim, for each \( n = 25, 50, 75 \), we generate 100 samples simulated on the rectangular region \( C_{n,m} = \{ (i,j) \in \mathbb{N}^2 : 1 \leq i \leq n + m, 1 \leq j \leq n \} \) which consists of \( n(n+m) \) sites, for some positive integer \( m \geq 1 \). In each replication, the region \( C_{n,m} \) is partitioned into two regions: the training region \( I_n = \{ (i,j) : 1 \leq i, j \leq n \} \) and the test region \( J_{n,m} = \{ (i,j) : n+1 \leq i \leq n+m, 1 \leq j \leq n \} \) where \( \text{Card}(J_{n,m}) = nm \). We will choose \( m \) so that the size of the test sample is 150. For example, if \( n = 25 \), we choose \( m = 6 \). In this case, the training region is \( I_{25} \) and the test region is \( J_{25,6} = \{ (i,j) : 26 \leq i \leq 31, 1 \leq j \leq 25 \} \). If \( n = 50 \), we choose \( m = 3 \). In this case, the training region is \( I_{50} \) and the test region is \( J_{50,3} = \{ (i,j) : 51 \leq i \leq 53, 1 \leq j \leq 50 \} \). If \( n = 75 \), we choose \( m = 2 \). In this case, the training region is \( I_{75} \) and the test region is \( J_{75,2} = \{ (i,j) : 76 \leq i \leq 77, 1 \leq j \leq 75 \} \). In each replication, the proposed classifier is determined on the basis of \( D_n = \{ (X_i,Y_i) : i \in I_n \} \), the training sample, at hand (based on the optimal bandwidth minimizing the CV (b)) and the misclassification error rate (ER) is evaluated based on the associated test sample \( D'_{n,m} = \{ (X_i,Y_i) : i \in J_{n,m} \} \), where \( ER = \frac{1}{nm} \sum_{i \in J_{n,m}} \mathbb{1}[Y_i \neq g(X_i)] \). Table 3 reports the average error rate (AER), obtained by averaging the error rates associated with the corresponding 100 test samples.

Table 1: Table 1: Estimated optimal bandwidths and average error rates corresponding to training samples of different sizes.

<table>
<thead>
<tr>
<th>n</th>
<th>25</th>
<th>50</th>
<th>75</th>
</tr>
</thead>
<tbody>
<tr>
<td>( h_{opt} )</td>
<td>3.3</td>
<td>2.8</td>
<td>2.0</td>
</tr>
<tr>
<td>( AER )</td>
<td>13.2%</td>
<td>10.3%</td>
<td>8.4%</td>
</tr>
</tbody>
</table>

Table 1 shows that the estimated optimal bandwidth and the error rate decrease when the training sample size increases. This means that the practical results in the simulation study are in line with the theoretical results.

7. Proofs

We recall that we have by (1)

\[
g_n(x) = \begin{cases} 
0 & \text{if } \eta_n(x) \leq \frac{\sum_{i \in B_x} (1-Y_i) \mathbb{1}[X_i \in B_x]}{\bar{n}(B_x,b)} \\
1 & \text{otherwise},
\end{cases}
\]

where

\[
\eta_n(x) = \frac{\sum_{i \in B_x} Y_i \mathbb{1}[X_i \in B_x]}{\bar{n}(B_x,b)}.
\]
Proof of Lemma 4.3  By Cauchy-Schwartz inequality, we have

\[
\mathbb{E}|\eta_n(x) - \mathbb{E}\eta_n(x)| \leq \left( \text{var}(\eta_n(x)) \right)^{1/2} \\
\leq \left( \frac{\text{var}(\{Y \mathbb{I}_{x \in B_{x,b}}\})}{(\hat{n}(\mu(B_{x,b}))^2} + S_n(x) \right)^{1/2} \\
\leq \left( \frac{\mathbb{E}(\{Y \mathbb{I}_{x \in B_{x,b}}\})^2}{(\hat{n}(\mu(B_{x,b}))^2} + S_n(x) \right)^{1/2},
\]

where

\[
S_n(x) = \frac{1}{(\hat{n}(\mu(B_{x,b}))^2} \sum_{(i,j) \in I_n \times I_n | i \neq j} |\text{cov}(\Delta_i, \Delta_j)|
\]

and \(\Delta_i = Y_i \mathbb{I}_{x \in B_{x,b}}\) for all \(i \in I_n\). Now, since \(|Y| \leq 1\), we obtain

\[
\mathbb{E}|\eta_n(x) - \mathbb{E}\eta_n(x)| \leq \left( \frac{1}{\hat{n}(\mu(B_{x,b}))} + S_n(x) \right)^{1/2}. \tag{5}
\]

Let us first deal with the cross term \(S_n(x)\). Let \(u_n\) a sequence of positive numbers such that \(u_n \to \infty\) as \(n \to \infty\). Then, we can write

\[
S_n(x) = \frac{1}{(\hat{n}(\mu(B_{x,b}))^2} \sum_{(i,j) \in I_n \times I_n | 0 < |i-j| \leq u_n} |\text{cov}(\Delta_i, \Delta_j)| \\
+ \frac{1}{(\hat{n}(\mu(B_{x,b}))^2} \sum_{(i,j) \in I_n \times I_n | |i-j| > u_n} |\text{cov}(\Delta_i, \Delta_j)|. \tag{6}
\]

Now, for \(0 < |i-j| \leq u_n\), according to Assumption 2, we have

\[
|\text{cov}(\Delta_i, \Delta_j)| \leq \mathbb{E}(\Delta_i \Delta_j) + \mathbb{E}(\Delta_i)\mathbb{E}(\Delta_j) \\
\leq \mathbb{P}(\{X_i, X_j\} \in B_{x,b} \times B_{x,b}) + \{\mathbb{P}(X \in B_{x,b})\}^2 \\
\leq C(\mu(B_{x,b}))^{1+\epsilon_1} + (\mu(B_{x,b}))^2,
\]

where \(0 < \epsilon_1 \leq 1\) is the constant defined in Assumption 2 and \(C\) is a generic positive constant, independent of both \(x\) and \(n\), whose value may vary from line to line. Since \(\mu(B_{x,b}) \leq 1\) and

\[
\text{Card}\{i,j \in I_n \times I_n : 0 < |i-j| \leq u_n\} \leq \sum_{i \in I_n} \text{Card}\{j \in I_n : 0 < |i-j| \leq u_n\} \leq \hat{n}u_n^N,
\]

then, \((\mu(B_{x,b}))^2 \leq (\mu(B_{x,b}))^{1+\epsilon_1}\) and

\[
\sum_{(i,j) \in I_n \times I_n | 0 < |i-j| \leq u_n} |\text{cov}(\Delta_i, \Delta_j)| \leq C\hat{n}^N(\mu(B_{x,b}))^{1+\epsilon_1}. \tag{7}
\]

If \(|i-j| > u_n\), by Lemma 3.1 and the fact that \(|Y| \leq 1\), we get

\[
|\text{cov}(\Delta_i, \Delta_j)| \leq 4\alpha(||i-j||). \tag{8}
\]
From (6), (7) and (8), we can write

\[ S_n(x) \leq \frac{C u_n^N}{\hat{n}(\mu(B_{x,b}))^{1-\epsilon_1}} + \frac{4}{(\hat{n}(\mu(B_{x,b})))^2} \sum_{(i,j) \in \mathbb{I}_n \times \mathbb{I}_n, \|i-j\| \geq u_n} \alpha(\|i-j\|) \]

\[ \leq \frac{C u_n^N}{\hat{n}(\mu(B_{x,b}))^{1-\epsilon_1}} + \frac{4}{\hat{n}(\mu(B_{x,b})))^2} \sum_{i \geq u_n} i^{N-1} \alpha(i). \]  

(9)

Since by assumption \( \alpha(i) \leq Ci^{-\theta} \) for some \( \theta > 2N \), it follows that

\[ \sum_{i \geq u_n} i^{N-1} \alpha(i) \leq C \int_{u_n-1}^{\infty} t^{N-\theta-1} dt. \]  

(10)

Now, since \( u_n \to \infty \), then \( u_n - 1 \geq u_n/2 \) for \( \hat{n} \) sufficiently large. Then, we have

\[ \int_{u_n-1}^{\infty} t^{N-\theta-1} dt \leq \frac{C u_n^{N-\theta}}{\theta - N}. \]

Consequently, by (9) and (10), we obtain

\[ S_n(x) \leq \frac{C u_n^N}{\hat{n}(\mu(B_{x,b}))^{1-\epsilon_1}} + \frac{C u_n^{N-\theta}}{\hat{n}(\mu(B_{x,b}))^2}. \]  

(11)

If we choose \( u_n = \{\mu(B_{x,b})\}^{-\epsilon_1/N} \) and \( N/(\theta - N) < \epsilon_1 \leq 1 \), from Assumption 2 and since \( \theta > 2N \), we get

\[ S_n(x) \leq \frac{C}{\hat{n}(\mu(B_{x,b}))}. \]  

(12)

Thus, form (5) and (12), it follows that

\[ \mathbb{E} \left| \eta_n(x) - \mathbb{E} \eta_n(x) \right| \leq \frac{C}{\sqrt{\hat{n}(\mu(B_{x,b}))}}. \]

Therefore, according to Fubini’s theorem, Jensen’s inequality and Lemma 4.2, we conclude that

\[ \mathbb{E} \int_{E_k} |\eta_n(x) - \mathbb{E} \eta_n(x)| \mu(dx) \leq C \int_{E_k} \frac{1}{\sqrt{\hat{n}(\mu(B_{x,b}))}} \mu(dx) \]

\[ \leq C \left( \int_{E_k} \frac{1}{\hat{n}(\mu(B_{x,b}))} \mu(dx) \right)^{1/2} \]

\[ \leq C \left( \frac{1}{n} \mathcal{N}^k \left( \frac{b}{2} \right) \right)^{1/2} \]

and the proof is completed. \( \square \)
Proof of Theorem 5.1 Since the extension of Theorem 2.3 in Devroye et al. (1996) to the infinite dimensional setting is straightforward, thus, the consistency will be proved if we show that

$$
E \int_{E} |\eta(x) - \eta_{n}(x)| \mu(dx) \longrightarrow 0 \text{ as } n \rightarrow \infty.
$$

(13)

Since $\eta(x) \leq 1$ and $E \eta_{n}(x) \leq 1$ for every $x \in E$ and $n \in (\mathbb{N}^{+})^{N}$, we have for each $k \geq 1,

$$
E \int_{E} |\eta(x) - \eta_{n}(x)| \mu(dx) = E \int_{E_{k}} |\eta(x) - \eta_{n}(x)| \mu(dx) + E \int_{E_{c}} |\eta(x) - \eta_{n}(x)| \mu(dx) 
\leq \int_{E_{k}} |\eta(x) - \eta \eta_{n}(x)| \mu(dx) + \int_{E_{c}} |\eta_{n}(x) - \eta_{n}(x)| \mu(dx) + 2 \mu(E_{c}^{c}).
$$

Consequently, according to Lemma 4.3, we get the following inequality

$$
E \int_{E} |\eta(x) - \eta_{n}(x)| \mu(dx) 
\leq \int_{E} |\eta(x) - \eta \eta_{n}(x)| \mu(dx) + C \left( \frac{1}{n} \mathcal{M}_{k} \left( \frac{b}{2} \right) \right)^{1/2} + 2 \mu(E_{c}^{c}).
$$

(14)

Therefore, by using Lemma 4.1 and the assumptions on $b$, we obtain for each $k \geq 1,$

$$
\limsup_{n \rightarrow \infty} E \int_{E} |\eta(x) - \eta_{n}(x)| \mu(dx) \leq 2 \mu(E_{c}^{c}).
$$

If we let $k$ go to infinity, Assumption 1 yields

$$
\limsup_{n \rightarrow \infty} E \int_{E} |\eta(x) - \eta_{n}(x)| \mu(dx) = 0
$$

(15)

and the proof of the theorem is completed. \[\square\]

Proof of Theorem 5.2 The strong consistency will be proved if we show that

$$
\int_{E} |\eta(x) - \eta_{n}(x)| \mu(dx) \longrightarrow 0 \text{ as } n \rightarrow \infty \text{ with probability one.}
$$

(16)

We set $Z = (X, Y)$ and $Z_{i} = (X_{i}, Y_{i})$ for each $i \in I_{n}.$ By assumptions, $X$ and $X_{1}$ take values in the Polish metric space $E$, so, $Z = (X, Y)$ and $Z_{i} = (X_{i}, Y_{i})$ take values in the product space $E \times \{0, 1\}$ which is also Polish. Without loss of generality, let $n = 2pq$ for $p = p_{n}, q = q_{n} \in [1, n/2]$ two positive integers where $p$ is define in Theorem 5.2 such that $p_{n} \rightarrow \infty$ as $n \rightarrow \infty$, and let

$$
J_{q} = \{j = (j_{1}, ..., j_{N}) \in \mathbb{N}^{N} : 0 \leq j_{k} \leq q - 1, \forall k = 1, ..., N\}.
$$
We define blocks, inspired by Tran (1990) (see also Carbon et al., 1997), as follow, for each $j \in J_q$,

\[
S_j^{(1)} = \{ i \in I_n : 2jkp + 1 \leq i_k \leq (2jk + 1)p, k = 1, \ldots, N \}
\]

\[
S_j^{(2)} = \{ i \in I_n : 2jkp + 1 \leq i_k \leq (2jk + 1)p, k = 1, \ldots, N - 1
\]

\[\text{and} \quad (2jn + 1)p + 1 \leq i_N \leq 2(jn + 1)p \}
\]

\[
S_j^{(2N-1)} = \{ i \in I_n : (2jk + 1)p + 1 \leq i_k \leq 2(jk + 1)p, k = 1, \ldots, N - 1
\]

\[\text{and} \quad 2jn + p + 1 \leq i_N \leq (2jn + 1)p \}
\]

\[
S_j^{(2N)} = \{ i \in I_n : (2jk + 1)p + 1 \leq i_k \leq 2(jk + 1)p, k = 1, \ldots, N \}. 
\]

We have

\[
I_n = \bigcup_{i=1}^{2^N} S_j^{(i)}
\]

(17)

and one can easily prove that for all $j \in J_q$, $\text{Card}(S_j^{(i)}) = p^N$ and for all $j \neq j'$, $\text{dist}(S_j^{(i)}, S_j^{(i)}) \geq p$.

For each $i = 1, \ldots, 2^N$ and $j \in J_q$, let $W_j^{(i)} = (Z_i, i \in S_j^{(i)})$ and let $\psi : \{1, \ldots, q^N \} \rightarrow J_q$ be a bijection.

We can define a lexicographic order relation $\leq_{\text{lex}}$ on $J_q$ as follows: for all $l, l' \in \{1, \ldots, q^N\}$, we have $\psi(l) \leq_{\text{lex}} \psi(l')$ if $l \leq l'$. For any $j \in J_q$, we can find $l \in \{1, \ldots, q^N\}$ with $\psi(l) = j$. Now, for each $i = 1, \ldots, 2^N$, by applying Lemma 3.2 together with a decomposition in blocks similar to that introduced by Doukhan et al. (1995) (see also Viennet, 1967) on the family of vectors $\{W_j^{(i)} = (Z_i, i \in S_j^{(i)}) \}$, we can generate independent copies $\{\tilde{W}_j^{(i)} = (\tilde{Z}_i, i \in S_j^{(i)}) \}$ such that: they are mutually independent, for all $l \in \{1, \ldots, q^N\}$, $\tilde{W}_j^{(i)} = (\tilde{Z}_i, i \in S_j^{(i)})$ has the same distribution as $W_j^{(i)} = (Z_i, i \in S_j^{(i)})$ and $\mathbb{P}(W_j^{(i)} \neq \tilde{W}_j^{(i)}) \leq \beta(p)$ because $\text{dist}(S_j^{(i)}, S_j^{(i)}) \geq p$ for any $l \neq l'$. As a consequence, we have

\[
\mathbb{P}(Z_i \neq \tilde{Z}_i) = \mathbb{P}((X_i, Y_i) \neq (\tilde{X}_i, \tilde{Y}_i)) \leq \beta(p) \quad \text{for all } i \in I_n.
\]

By (17), we can write

\[
\sum_{i \in I_n} \sum_{j \in J_q} \tilde{Y}_i \mathbf{1}_{\{X_i \in B_{i,b}\}} = \sum_{i \in I_n} \sum_{j \in J_q} \sum_{i \in I_n} \tilde{Y}_i \mathbf{1}_{\{X_i \in B_{i,b}\}}
\]

where for each $i = 1, \ldots, 2^N$, the variables \( \left\{ \sum_{i \in I_n} \tilde{Y}_i \mathbf{1}_{\{X_i \in B_{i,b}\}} : j \in J_q \right\} \) are mutually independent.

If we denote

\[
\tilde{\eta}_n(x) = \frac{\sum_{i \in I_n} \tilde{Y}_i \mathbf{1}_{\{X_i \in B_{i,b}\}}}{n^N \mu(B_{i,b})} \quad \text{and} \quad \tilde{\eta}_{n,j}(x) = \frac{\sum_{j \in J_q} \sum_{i \in I_n} \tilde{Y}_i \mathbf{1}_{\{X_i \in B_{i,b}\}}}{n^N \mu(B_{i,b})}
\]

then,

\[
\tilde{\eta}_n(x) = \sum_{i=1}^{2^N} \tilde{\eta}_{n,i}(x).
\]

(19)
Let \((k_n)_{n \geq 1}\) be the sequence of increasing positive integers defined in Theorem 5.2. We first proceed to show that
\[
\int_{E_{kn}} |\eta(x) - \eta_n(x)| \mu(dx) \to 0 \text{ with probability one as } n \to \infty. \tag{20}
\]

One can easily prove that
\[
\int_{E_{kn}} |\eta(x) - \eta_n(x)| \mu(dx) \leq \mathbb{E} \int_{E_{kn}} |\eta(x) - \eta_n(x)| \mu(dx) + \int_{E_{kn}} |\eta_n(x) - \mathbb{E}\eta_n(x)| \mu(dx). \tag{21}
\]

According to (15), we have
\[
\mathbb{E} \int_{E_{kn}} |\eta(x) - \eta_n(x)| \mu(dx) \leq \mathbb{E} \int_{E} |\eta(x) - \eta_n(x)| \mu(dx) \to 0 \text{ as } n \to \infty.
\]

Thus, by (21), in order to prove (20), it suffices to show that
\[
\int_{E_{kn}} |\eta_n(x) - \mathbb{E}\eta_n(x)| \mu(dx) \to 0 \text{ with probability one as } n \to \infty. \tag{22}
\]

Using Markov’s inequality, we have for any \(\varepsilon > 0\),
\[
\mathbb{P}\left( \left| \int_{E_{kn}} \eta_n(x) - \mathbb{E}\eta_n(x)| \mu(dx) - \int_{E_{kn}} \tilde{\eta}_n(x) - \mathbb{E}\tilde{\eta}_n(x)| \mu(dx) \right| > \varepsilon \right) \\
\leq \varepsilon^{-1} \mathbb{E} \left( \int_{E_{kn}} |\eta_n(x) - \mathbb{E}\eta_n(x)| \mu(dx) - \int_{E_{kn}} |\tilde{\eta}_n(x) - \mathbb{E}\tilde{\eta}_n(x)| \mu(dx) \right) \\
\leq \varepsilon^{-1} \mathbb{E} \left( \int_{E_{kn}} |\eta_n(x) - \tilde{\eta}_n(x)| \mu(dx) + \int_{E_{kn}} |\tilde{\eta}_n(x) - \mathbb{E}\tilde{\eta}_n(x)| \mu(dx) \right) \\
= 2\varepsilon^{-1} \mathbb{E} \int_{E_{kn}} |\tilde{\eta}_n(x) - \eta_n(x)| \mu(dx)
\]
\[
\leq 2\varepsilon^{-1} \mathbb{E} \int_{E_{kn}} \left| \sum_{i \in B_k} \tilde{Y}_i 1_{\{X_i \in B_k\}} \right| \mu(dx) \\
\leq 2\varepsilon^{-1} \mathbb{E} \sum_{i \in B_k} 1_{\{X_i \neq \tilde{X}_i\}} \int_{E_{kn}} \left| \tilde{Y}_i 1_{\{X_i \in B_k\}} - Y_i 1_{\{X_i \in B_k\}} \right| \mu(dx) \\
\leq 4\varepsilon^{-1} \mathbb{E} \sum_{i \in B_k} 1_{\{X_i \neq \tilde{X}_i\}} \int_{E_{kn}} \frac{1}{n^n \mu(B_{x,b})} \mu(dx)
\]

As a consequence, by Lemma 4.2, (18) and (4), we have
\[
\mathbb{P}\left( \left| \int_{E_{kn}} \eta_n(x) - \mathbb{E}\eta_n(x)| \mu(dx) - \int_{E_{kn}} \tilde{\eta}_n(x) - \mathbb{E}\tilde{\eta}_n(x)| \mu(dx) \right| > \varepsilon \right)
\]
we have for every
where $C$
with probability one as $n \to \infty$. Thus, by the assumptions on $p$ and
the Borel-Cantelli lemma, we conclude that
$$\int_{E_b} |\eta_n(x) - E\eta_n(x)| \mu(dx) \to 0$$
with probability one as $n \to \infty$. Consequently, (22) will be proved if we show that
$$\int_{E_{in}} |\tilde{\eta}_n(x) - E\tilde{\eta}_n(x)| \mu(dx) \to 0$$
with probability one as $n \to \infty$. (23)
To do that, by (19), we have
$$\int_{E_{in}} |\tilde{\eta}_n(x) - E\tilde{\eta}_n(x)| \mu(dx) \leq \sum_{i=1}^{2^n} \int_{E_{in}} |\eta_{n,i}(x) - E\eta_{n,i}(x)| \mu(dx).$$
(24)
To establish (23), by (24) it is sufficient to show that
$$\int_{E_{in}} |\tilde{\eta}_{n,i}(x) - E\tilde{\eta}_{n,i}(x)| \mu(dx) \to 0$$
as $n \to \infty$ with probability one,
(25)
for each $1 \leq i \leq 2^n$. Without loss of generality, we show (25) for $i = 1$. To do that, we denote
for each $l = 1, \ldots, q^n$, $\tilde{W}_l := \tilde{W}^{(1)}_{\varphi(l)} = ((\tilde{X}_i, \tilde{Y}_i), i \in S^{(1)}_{\varphi(l)})$. Let $F : ((E \times \{0, 1\})^{p^n})^{q^n} \to \mathbb{R}$ a real function defined as follows
$$F(\tilde{W}_1, \ldots, \tilde{W}_{q^n}) = \int_{E_{in}} |\tilde{\eta}_{n,1}(x) - E\tilde{\eta}_{n,1}(x)| \mu(dx)$$
$$= \int_{E_{in}} \left[ \sum_{j \in S^{(1)}} \sum_{l \in S_{\varphi(l)}} \frac{\tilde{Y}_{l} \mathbb{1}_{x \in B_{X,b}}}{n^{N} \mu(B_{x,b})} \right] \mu(dx).$$
For $\tilde{w}_i \neq \tilde{w}_i'$ where $\tilde{w}_i, \tilde{w}_i' \in (E \times \{0, 1\})^{p^n}$, using Lemma 4.2, we have
$$|F(\tilde{W}_1, \ldots, \tilde{W}_{q^n}) - F(\tilde{W}_1, \ldots, \tilde{W}_{q^n})| \leq \frac{2p^n}{n^{N} \mu(B_{x,b})} \mu(dx)$$
$$\leq \frac{C p^n}{n^{N} \mu(B_{x,b})},$$
where $C > 0$ is the generic constant. Hence, by McDiarmid’s inequality (see McDiarmid, 1989),
we have for every $\varepsilon > 0$,
$$\mathbb{P} \left( |F(\tilde{W}_1, \ldots, \tilde{W}_{q^n}) - E(F(\tilde{W}_1, \ldots, \tilde{W}_{q^n}))| > \varepsilon \right) \leq 2 \exp \left( -\frac{\varepsilon^2 n^N}{C^2 p^n \mu(B_{x,b})} \right).$$
Now, by the Borel-Cantelli lemma and the assumption on $b$, we conclude that

$$\int_{\mathbb{E}_n} |\eta_n(1)(x) - \mathbb{E}\eta_n(1)(x)| \mu(dx) - \int_{\mathbb{E}_n} |\bar{\eta}_n(1)(x) - \mathbb{E}\bar{\eta}_n(1)(x)| \mu(dx) \longrightarrow 0$$

with probability one as $n \to \infty$. As a consequence, by (23), the proof of (22) will be completed if we prove that

$$\mathbb{E} \int_{\mathbb{E}_n} |\bar{\eta}_n(1)(x) - \mathbb{E}\bar{\eta}_n(1)(x)| \mu(dx) \longrightarrow 0 \quad \text{as} \quad n \to 0. \quad (26)$$

Since $2\alpha(t) \leq \beta(t) \leq Ct^{-\theta_1}$ for each $t \in \mathbb{N}^*$, with a straightforward adaptation of the proof of Lemma 4.3, one can easily prove (26). So, the proof of (25) is completed and then, the proof of (23) is also completed. To finish the proof of the theorem, let us denote for each $n \geq 1$ and $i \in I_n$,

$$Z^n_i = \int_{\mathbb{E}_n} 1_{\{X_i \in B, b\}} \mu(B, b) \mu(dx).$$

Consequently,

$$\mathbb{E} \left[ \frac{1}{n^N} \sum_{i \in I_n} Z^n_i \right] = \mu(E_{k_n}^\epsilon).$$

By the assumption $\sum_{n \geq 1} \mu(E_{k_n}^\epsilon) < \infty$ together with the Borel-Cantelli lemma, we have

$$\frac{1}{n^N} \sum_{i \in I_n} Z^n_i \longrightarrow 0 \quad \text{with probability one as} \quad n \to \infty. \quad (27)$$

Hence, we can write

$$\int_{\mathbb{E}} |\eta(x) - \eta_n(x)| \mu(dx) = \int_{\mathbb{E}_n} |\eta(x) - \eta_n(x)| \mu(dx) + \int_{\mathbb{E}_n} |\eta(x) - \eta_n(x)| \mu(dx) \leq \int_{\mathbb{E}_n} |\eta(x) - \eta_n(x)| \mu(dx) + \mu(E_{k_n}^\epsilon) + \frac{1}{n^N} \sum_{i \in I_n} Z^n_i.$$

Finally, according to Assumption 1, (20) and (27), the three terms on the right hand side of the last inequality tend to 0 as $n \to \infty$, hence (16) tends to 0 and the proof of the theorem is completed. \(\square\)
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